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	Supplemental Figure 1. Predictors such as age, APOEε4 dose, and Clinical Function Instrument (CFI), both participant (“Pt”) and study partner (“SP”), were assumed to have monotonic relationship with amyloid PET SUVR.




Table 1 - Model fitting algorithm steps
	Algorithm XGBoost – Bayesian optimization

	1:  
	Generate an initial search space of the hyper-parameters 

	2:
	Fit XGBoost  hyper-parameters using CV

	3:
	Return out-of-fold predictions for each of the training data

	4:
	Query summary metric to obtain 

	5:
	Augment data 

	6:
	Fit Gaussian Process Model using 

	7:
	For  do

	
	Select new 

	9:
	Fit XGBoost model  hyper-parameters using CV

	10:
	Return out-of-fold predictions for each of the training data

	11:
	Query summary metric to obtain 

	12:
	Augment data 

	13:
	Update Gaussian Process Model using 

	14:
	Fit XGBoost model using hyper-parameters such that 

	15:
	Fit XGBoost quantile models using hyper-parameters 
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3.1 Regression Method 5



3.1.1 Monotone Constraints



Decision trees are non-parametric methods and this means the results of the fitted model can have unexpected behaviors. In
particular, with this data there are some very strong prior beliefs that we want to hold in order to improve the predictive perfor-
mance of the model [4] and maintain clinical relevance. Figure 1 illustrates the motivation for applying monotone constraints
on CFI (both participant and study partner), Age and APOE#4.
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Figure 1: Illustration behind the motivation for using monotone constraints for variables CFI (both participant and study partner),
Age, APOE#4



3.1.2 Objective Function



One limitation of using XGBoost with the mean squared loss objective function is that the model does not produce analytical
prediction intervals. However XGBoost supports custom loss functions via Taylor Series expansion up to second order. The
optimization goal then only depends on the first and second derivatives of the custom loss function [3]. For this problem we have
implemented a Quantile Regression loss function, where we are able to fit models at pre-specified quantiles (or percentiles)
of interest, e.g. (2.5%, 97.5%). Quantile regression has been proposed, in fields such as ecology, as a way to discover more
useful predictive relationships between variables in cases where there is no relationship or only a weak relationship between
the means of such variables [2]. This objective function will enable us to be able to investigate differences in rates of changes
at different parts of the distribution. (NOTE: For example we see a flat 0.025% prediction, compared to 0.75% and 0.975% see
figure 7, maybe expland on this)
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3.1.2 ObjectiveFunction

OnelimitationofusingXGBoostwiththemeansquaredlossobjectivefunctionisthatthemodeldoesnotproduceanalytical

predictionintervals.HoweverXGBoostsupportscustomlossfunctionsviaTaylorSeriesexpansionuptosecondorder.The

optimizationgoalthenonlydependsontheﬁrstandsecondderivativesofthecustomlossfunction[3].Forthisproblemwehave

implementedaQuantileRegressionlossfunction,whereweareabletoﬁtmodelsatpre-speciﬁedquantiles(orpercentiles)

ofinterest,e.g.

(2.5%,97.5%)

.Quantileregressionhasbeenproposed,inﬁeldssuchasecology,asawaytodiscovermore

usefulpredictiverelationshipsbetweenvariablesincaseswherethereisnorelationshiporonlyaweakrelationshipbetween

themeansofsuchvariables[2].Thisobjectivefunctionwillenableustobeabletoinvestigatedifferencesinratesofchanges

atdifferentpartsofthedistribution.(NOTE:Forexampleweseeaﬂat0.025%prediction,comparedto0.75%and0.975%see

ﬁgure7,maybeexplandonthis)
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